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Hi Friends! 

§Welcome to CSE 474/574, Introduction to Machine 
Learning 

§My name is Kenny, or Prof. Joseph
§Some boring facts about me:

§ I am, perhaps unsurprisingly, not a very good dancer. 
§ I am sitting at a kitchen table while making these slides
§ I like the color orange.
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Plan today

§Intro to machine learning
§Intro to me/my teaching style
§Syllabus/Course review
§Start: A high-level example to keep in mind 
when we get bogged down in the details
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Machine Learning in the real world
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§ https://quickdraw.withgoogle.com/
§ https://www.tiktok.com/foryou
§ https://twitter.com/wowitsmrinal/status/1287175391040290816
§ https://www.youtube.com/watch?v=cQ54GDm1eL0

§Any others?

https://quickdraw.withgoogle.com/
https://www.tiktok.com/foryou
https://twitter.com/wowitsmrinal/status/1287175391040290816
https://www.youtube.com/watch?v=cQ54GDm1eL0
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Machine learning is amazing!



Few questions here

§What is machine learning?
§(How) does it work?
§Is it always amazing?
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Is it always amazing?

§No. If you…
§Use a bad/the wrong 
model
§Ask a dumb question
§Use crappy data

§Your work will be, at 
best, useless 
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Corollary: You have to know what 
you’re doing and why you’re doing 
it.

My aim in this class is to give you 
some insight into both of these.



More on my goals for us

§My goal is for you (and me!) to 1) learn 
and 2) have fun. 
§We will learn and have the most fun if we 
are both…
§Working hard, and smart, not long.
§Engaged in lectures
§…
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Me as an instructor

§ I am not scary. Wish I was, but I’m not.
§ I am not out to ”get you”. Seems pointless
§^ But, 

§ I am strict. Please do not take this personally.
§ Trust-but-verify. Please do not violate this trust
§ I have no tolerance for people making others feel 

not smart or not welcome.
§ I do not know you’re struggling unless you tell me.
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Few questions here

§What is machine learning?
§(How) does it work?
§Is it always amazing?
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Canonical Definition



ML as a recipe creator
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https://medium.com/@geomblog/when-an-algorithm-isn-t-2b9fe01b9bb5



ML as generalization of (training) data
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CIML, Chapter 1



ML as generalization of (training) data
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CIML, Chapter 1



Josie looks like she understand chairs. She does not. She cannot 
generalize beyond her training data.



ML as the production of intelligence from 
data

§ I like this definition 
because it…
§ fits a number of 

different learning 
paradigms

§ is dead simple – we 
use ML to learn 
from data

§However, perhaps 
over-simplified… 
doesn’t this match 
statistics too?
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These images are taken from https://courses.cs.washington.edu/courses/cse416/18sp/lectures.html



ML as a composite of many things

These images are taken from http://www.cs.cmu.edu/~mgormley/courses/10601/schedule.html



ML is many 
things to many 
people.

These images are taken from 
http://www.cs.cmu.edu/~mgormley/cours
es/10601/schedule.html
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Corollary: There is more to ML than I can teach 
you in this class.

My aim is to give you the tools to understand and 
evaluate ML, even if I haven’t taught you that 
specific math/method/paradigm/etc.

My focus will be on understanding the basics 
really well, and on giving you practical 
experience through the programming assignments



Few questions here

§What is machine learning?
§(How) does it work?
§Is it always amazing?
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https://www.reddit.com
/r/machinelearningmem
es/comments/mqy9u5/
machine_learning_pipeli
nes/
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BREAK! (3 minutes)
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Syllabus/Course 
Review



Few questions here

§What is machine learning?
§(How) does it work?
§Is it always amazing?
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The ML Pipeline (one view)
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Some of 
this here, 
more of 
this in 
440/540
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Last part of the course PA1,2,3

First 2/3s of class



Case Study
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Case Study 1 of many

Residential displacement occurs when 
individuals are forced, involuntarily, to 
leave their home.

We are the city of Buffalo. We want to 
reduce the impact of residential 
displacement on low income residents
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Potential ML questions - Supervised learning 

§Supervised learning - can I predict an 
outcome from some inputs
§If the outcome is…

§A category/set of discrete outcomes, this is 
classification
§Given a picture of their brain, does this person 

have cancer, yes or no?
§A number, this is regression

§How much will the price of this stock change 
tomorrow, given its prices over the last week?
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Why forecast residential displacement?
● Buffalo, New York.

○ From 2010 to 2016, one area in Buffalo 
(the West Side) saw a loss of 77% of its 
Black population.

● Often due to gentrification
○ low-income regions attracts new residents 

and investment.
○ Rising home prices drive out the poor, 

usually minorities.
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Some of 
this here, 
more of this 
in 440/540
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We believe that if we can 
figure out where residential 
displacement is happening, 
then we can construct policy 
to try to mitigate it’s impact
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Some of 
this here, 
more of this 
in 440/540
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It is very hard to determine whether or 
not someone moved 1) from an 
apartment or 2) involuntarily. 

So, we will try to predict regions of the 
city where a lot of people have sold their 
homes.

… is this specific enough? (No! Why not?)
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Some of 
this here, 
more of this 
in 440/540
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To come back to

§Yikes, right?
§This semester we’re gonna talk about some of this 

stuff
§ Should I really be using this data?
§Does the world really need this model?
§ Is this model serving everyone and not just the “majority 

class”?
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Some of 
this here, 
more of this 
in 440/540



Data

● Comprises all house purchases and tax 

information in Buffalo from 1995 to the 

present

● Contains 116,438 transactions on all 51,425

homes in the city as of June, 2020
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BREAK! (3 minutes)
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Kahoot Test
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Some of 
this here, 
more of this 
in 440/540



Selecting a model (simplified)
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Feature: Number of homes bought/sold last year

Outcome: 
Number of homes 
bought/sold this 
year



Example – Supervised linear regression
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Feature: Number of homes bought/sold last year

Outcome: 
Number of homes 
bought/sold this 
year



Selecting a model (simplified)
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Feature: Number of homes bought/sold last year

Outcome: 
Number of homes 
bought/sold this 
year



Is a line the only way?
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Can we build a 
better model?

Feature: Number of homes bought/sold last year

Outcome: 
Number of homes 
bought/sold this 
year



Is a line the only way? No!
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Feature: Number of homes bought/sold last year

Outcome: 
Number of homes 
bought/sold this 
year



Is a line the only way? No! But careful of 
overfitting!

2/6/22 UB 64

Feature: Number of homes bought/sold last year

Outcome: 
Number of homes 
bought/sold this 
year



Bias/Variance Tradeoff
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@_kenny_joseph



Actual Model
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Some of 
this here, 
more of this 
in 440/540
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Some of 
this here, 
more of this 
in 440/540



How do we train a model?
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That is, 
how do 
we find 
the 
“best” 
line?

Feature: Number of homes bought/sold last year

Outcome: 
Number of homes 
bought/sold this 
year



How do we train a model?
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Find the one 
that minimizes 
some 
objective 
function

SSE – sum of squared errors

Number of arrests made today

Number of crimes 
tomorrow
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Some of 
this here, 
more of this 
in 440/540



Evaluating regression models
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1. Make predictions for 
some text points

Number of arrests 
made today

Number 
of crimes 
tomorrow



Evaluating regression models (cont.)
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1. Make predictions for 
some text points

2. Get the error of those 
predictions

3. Make some aggregate 
statement about those 

errors
… like what? 

Number of arrests 
made today

Number 
of crimes 
tomorrow
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